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Despite  high  rates  of  HIV in  Sub-Saharan  Africa,  and  the  corresponding  high  mortality  risk  associated  with
risky  sexual  behavior,  behavioral  response  has  been  limited.  This  paper explores  three  explanations  for
this:  bias  in  OLS  estimates,  limited  non-HIV  life  expectancy  and limited  knowledge.  I find  support  for  the
first  two.  First,  using  a new  instrumental  variable  strategy  I  find  that  OLS  estimates  of  the  relationship
between  risky  sex  and  HIV are  biased  upwards,  and  IV estimates  indicate  reductions  in risky  behavior  in
response  to  the  epidemic.  Second,  I  find  these  reductions  are larger  for  individuals  who  live in  areas  with
higher  life  expectancy,  suggesting  high  rates  of  non-HIV  mortality  suppress  behavioral  response;  this  is
consistent  with  optimizing  behavior.  Using  somewhat  limited  knowledge  proxies,  I  find  no  evidence  that
12
17
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areas  with  higher  knowledge  of  the  epidemic  have  greater  behavior  change.
© 2012 Elsevier B.V. All rights reserved.
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. Introduction

Five to ten percent of adults in Sub-Saharan Africa are infected
ith the human immunodeficiency virus (HIV) and the primary
ode of transmission in the region is heterosexual sex. For this

eason, sexual behavior change is a major focus of HIV prevention
fforts and understanding changes in behavior is important both
or predicting the future path of the epidemic and for developing
olicy.

Existing literature has shown mixed evidence of behavioral
esponse in Africa. Caldwell et al. (1999) summarize a number of
ases throughout Africa and generally suggest response to HIV has
een quite limited. Oster (2005) shows evidence on lack of change

n the share of women engaging in premarital sex in a number
f countries in Africa through the 1990s. Stoneburner and Low-

eer (2004) argue that the 1990s saw limited changes in sexual
ehavior outside of Uganda.1 This is not to say there has been no
esponse. For example, Ng’weshemi et al. (1996) find reductions in

� Gary Becker, Anne Case, David Cutler, Amy Finkelstein, Matthew Gentzkow,
dward Glaeser, Emir Kamenica, Larry Katz, Michael Kremer, Adriana Lleras-Muney,
evin Murphy, Jesse Shapiro, Andrei Shleifer, Rebecca Thornton, Alwyn Young and
articipants in seminars at BREAD, Harvard University, the University of Chicago
nd  SITE provided helpful comments.
∗ Tel.: +1 773 702 8350.

E-mail address: emily.oster@chicagobooth.edu
1 Researchers generally claim there were significant changes in behavior in
ganda after a prevention campaign in the 1980s, although the reduction in HIV
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isky behavior among men  in Tanzania, and Bloom et al. (2000) find
ixed evidence in Zambia, with reductions over some periods and

ot over others.2

However, even in papers which demonstrate behavioral
esponse in Africa, this response is often quite small. A good exam-
le of this is Thornton (2008), who finds that when people learn
hey are HIV positive they increase their purchase of condoms,
y only by about one condom. A statistically significant, but not
conomically significant, response. The initial cross-sectional anal-
sis in this paper demonstrates a similar impact: if anything, areas
ith higher HIV rates appear to have more risky sexual behav-

or, even controlling extensively for demographics which we  think
ight impact sexual activity. Limited behavior change is surpris-

ng in light of extensive behavioral responses among high risk
roups – gay men  in particular – in the United States (Winkelstein

t al., 1987; McKusick et al., 1985; Francis, 2008). Most existing
xplanations for limited behavior change focus on Africa-specific
ultural barriers to changing behavior – fatalism, low levels of

ates were temporary, and I argue elsewhere that it is unclear the prevention cam-
aign was  responsible (Oster, forthcoming).
2 Two  papers in economics deserve mention here. Dupas (2011) finds that telling

oung girls that older men are high risk sexual partners causes these girls to switch
o  younger sexual partners. Interestingly, she finds an increase in the total number
f partners, perhaps reinforcing existing findings that it is difficult to encourage
ecreases in partnerships overall. Thornton (2008) shows that learning HIV status
lightly increases demand for condoms by HIV+individuals, although the increase
s  small.

dx.doi.org/10.1016/j.jhealeco.2011.12.006
http://www.sciencedirect.com/science/journal/01676296
http://www.elsevier.com/locate/econbase
mailto:emily.oster@chicagobooth.edu
dx.doi.org/10.1016/j.jhealeco.2011.12.006
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emale bargaining power and so on (Amuyunzu-Nyamongo et al.,
999; Caldwell et al., 1999; Lagarde et al., 1996a,b; Philipson and
osner, 1995).

This paper explores three non-cultural explanations for the
bservation of limited behavioral response. First, I consider the
ossibility that the apparently limited response reflects bias in the
xisting estimates. Since HIV is a sexually transmitted infection,
stimating the response of sexual behavior to HIV is plagued with
roblems of reverse causality which will naturally bias the esti-
ates upward, making it more difficult to observe any response.

econd, I explore whether behavioral response is limited by weak
ncentives to respond. Specifically, I consider whether low non-HIV
ife expectancy in Africa plays a role: individuals who  expect to die
oung even without HIV have a weaker incentive to reduce risky sex
n the presence of the epidemic. Finally, I consider a more standard
xplanation: individuals are prevented from changing behavior by
ack of knowledge about the epidemic (i.e., Green, 2003).

Section 2 formalizes these explanations with a simple theory of
he epidemic. The theory makes three basic predictions. First, indi-
iduals should decrease their risky sexual behavior in response to
ncreases in HIV prevalence. Second, this decrease should be larger
or individuals with high non-HIV life expectancy. The intuition
ehind this result is simple. Consider two men, one who expects
o live for another eleven years, and a second who expects to live
or another fifty years. In a world without HIV, the choice of sexual
ehavior need not depend on these future life expectancies. How-
ver, in a world with HIV, sexual behavior carries a risk of death,
pproximately 10 years after infection. Introducing HIV will affect
he behavior of both men. However, for the first man  HIV should
ot affect his behavior very much, since HIV infection only costs
im one year of life. For the second man, HIV infection means los-

ng forty years of life, so he should have a much larger response to
he presence of HIV. Third, to the extent that knowledge of the epi-
emic is imperfect, behavior change should be more extensive for

ndividuals with better information. Again, the intuition is straight-
orward: someone who knows that HIV is spread sexually should
espond more than someone who does not know this.

Put in the context of this theory, existing literature has typically
ocused on the first of these predictions and found little support. I
rgue this result may  be due to the reverse causality issues inher-
nt in this estimation. I therefore begin by estimating this simple
omparative static, but addressing the endogeneity. The problem
s simple. HIV is a sexually transmitted infection. Areas with higher
evels of risky sexual behavior will, on average, end up with higher
IV prevalence. Even if individuals respond to the epidemic by
ecreasing their risky behavior, this may  be difficult to observe

n the data. I address this concern using an instrumental variables
trategy, instrumenting for HIV prevalence with distance to the
rigin of the virus in the Democratic Republic of the Congo. In
rinciple, if the virus takes time to travel, moving from person to
erson, areas further from its origin should have lower prevalence
n average.3

The analysis in this paper uses data from the Demographic and
ealth Surveys in a sample of 14 countries in Sub-Saharan Africa
ith surveys between 2001 and 2007. These surveys feature infor-
ation on HIV prevalence, GIS location (for calculating distance)
nd sexual behavior. Using cluster-level data from these surveys, I
how that there is a strong negative correlation between distance
nd HIV prevalence. This remains when controlling extensively for

3 Of course, in the long term all areas will arrive at a steady state which need
ot be influenced by the arrival date of the virus. If areas are at this steady state,
istance should no longer matter. In principle this could threaten the analysis, but

n practice the first stage is strong.
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atitude and longitude, as well as demographic characteristics of
lusters. This distance measure appears to be uncorrelated with the
ncidence of premarital sex in the period before HIV appeared, as

ell as uncorrelated with pre-epidemic education and income (as
easured by durable good ownership). These latter facts should

rovide additional confidence that the instrument satisfies the
xclusion restriction, even though it is obviously not random. The
nstrumentation strategy is discussed in more detail in Section 3.

Section 4.1 uses this instrument, and the Demographic and
ealth Survey data, to estimate response to HIV. Throughout, I use

hree measures of sexual behavior: whether the individual has mul-
iple sexual partners, whether he or she has multiple partners with
o condom use and the number of non-marital partners. I esti-
ate responses separately for married women, unmarried women,
arried men  and unmarried men  and, in addition, for all married

nd all unmarried individuals. As expected, the OLS relationship
etween sexual behavior and HIV prevalence is positive: more risky
ex in areas with more HIV. The IV estimates, however, are largely
egative and, for married individuals, are significant. Focusing on
arried individuals, I find that a doubling of HIV prevalence leads

o a 20% drop in the chance of having multiple sexual partners and
 30% drop in multiple partners with no condom use. There is no
ignificant evidence of changes for unmarried individuals, and no
ignificant evidence of changes in the number of partners for either
ype.

Section 4.2 turns to the effects of non-HIV life expectancy on
ehavior change. Based on the theory, I expect greater behavioral
esponse for people with lower mortality. I test this by estimating
he response of sexual behavior to HIV interacted with measures of
on-HIV mortality. I begin with a simple measure: child mortality.
hild mortality is highly correlated with adult mortality in non-
IV settings (this can be seen, for example, from the life tables in
oale et al., 1983), likely because young children and older people
ften die from similar causes. Actual older adult life expectancy in
hese areas is difficult to measure, due to limited data, and is likely
o be correlated with HIV prevalence; child mortality is, therefore,

 useful proxy. Of course, children also die from HIV, transmitted
rom their mothers. To avoid this confound as much as possible, I
ook at deaths for children over two  and under six, in which range

 large share of HIV-infected children have already died.
Using this measure, I find strong evidence that behavioral

esponse varies with life expectancy. The interaction between
revalence and child mortality is positive and significant: those
ho live in areas with higher child mortality (i.e., lower life

xpectancy) change their behavior less. However, even if one
ccepts that child mortality is a good measure of non-HIV adult
ortality, this analysis still faces the issue that mortality is likely

o be correlated with a variety of other variables, which may  well
rive our results. So while this may  be suggestive, it is certainly not
onclusive.

To address this identification issue, I also consider how respon-
iveness varies with two  explicit mortality shifters: malaria
revalence and, for young women  only, maternal mortality.4 I
rgue that these analyses are less contaminated by the omitted
ariable bias. I calculate malaria levels based on climate factors
lone – using the malaria model from Tanser et al. (2003),  along

ith temperature and precipitation data – so the measure is not
riven by, for example, bednet usage or other behaviors. In the case
f maternal mortality, although the level of mortality is unlikely to

4 Both of these are significant mortality risks in Africa, even for adults. For individ-
als ages 15–60, roughly 3% of all non-HIV deaths are estimated to be from malaria.
or  women  of childbearing age (15–44), 30% of all non-HIV deaths are in childbirth
Lopez et al., 2006).
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transmission rates decrease number of sexual partners more in
response to increases in the HIV rate.

5 The infection probability �ˇh is exactly correct for the first sexual partner for
each individual. For someone with n existing sexual partners, then the additional
E. Oster / Journal of Hea

e exogenous, I take advantage of the fact that it contributes more
o mortality risk for young women. By comparing the response
f young women to older women, and then that difference in
esponse to the difference between younger and older men, I am
ble to employ a difference-in-difference identification strategy
hich avoids issues created by the correlation in levels.

With both measures I again find strong evidence that the
esponse to HIV is greater in areas with lower non-HIV mortality.
n the case of malaria, there are sizable reductions in risky behavior
n areas with no malaria, and risky behavior is actually estimated to
ncrease in areas with high levels of malaria. The estimates based on

aternal mortality show similar evidence: young women  in areas
ith high risk of maternal mortality (measured by childbirth deaths

mong siblings of respondents) change their behavior less than
lder women in these areas, relative to the difference in changes
cross age groups for men.

Although neither of these measures is perfect – non-HIV mortal-
ty is not randomized – I argue that, taken together, the data make

 credible case that individuals with lower non-HIV life expectancy
hange their behavior less. In addition to the relevance to the spe-
ific case of HIV, these results may  also be interesting as a test of
he economic theory of competing mortality risks, as outlined by
ow et al. (1999).

Finally, in Section 4.3 I turn to the third possible explanation
or limited behavioral response: lack of knowledge. Echoing the

ethodology for life expectancy, I explore whether the response
o HIV is greater in areas with higher levels of knowledge about the
pidemic. Knowledge is measured based on the share of individuals
ho know that one can reduce the chance of infection by using a

ondom or by limiting oneself to a single partner. By focusing on
verage knowledge in the area I hope to avoid the fact that high
isk individuals are likely to know more about the epidemic because
hey are high risk. There remain two issues with this measure. One
s that these questions may  not capture knowledge well, and the
nswers may  be noisy. Second, even if well-measured, the level
f knowledge may  not be exogenous. If knowledge campaigns are
ore extensive in areas with otherwise higher or lower behavioral

esponse, this may  bias our estimates. With these caveats in mind,
 estimate effects of the interaction between knowledge and HIV
revalence. I find no evidence that response is more substantial in
reas with more knowledge. If anything, the coefficients have the
pposite sign.

Taken together, these results have a number of lessons for pol-
cy makers. They provide first some encouraging news on behavior
hange: despite what has been seen in the literature thus far, there
oes seem to be some evidence of behavioral response to the
pidemic. More important, perhaps, are the results on variations
cross individuals. The fact that low life expectancy impedes behav-
or change suggests that increasing life expectancy through treating
ther illnesses – by, for example, improving maternal care or erad-
cating malaria – could have positive spillovers to HIV prevention.
n the flip side, however, although the results are more speculative,
nowledge about the epidemic does not seem to impact behav-
oral response. This may  well be due to the already high levels
f knowledge – in our data, 65% of individuals correctly respond
hat condoms prevent HIV – but, regardless of the mechanism,
his argues against extensive continued spending on educational
ampaigns (Green, 2003).

In addition, these results may  suggest a more limited role for
ome of the more traditional explanations for limited behavioral
esponse – fatalism, bargaining power, etc. Certainly the results

ere do not rule out a role for these variables. However, the results
o suggest that standard economic theory may  provide significant

nsight and explanatory power, without having to rely on cultural
r taste-based differences across areas.
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The rest of this paper is organized as follows. Section 2 outlines a
imple theory and 3 discusses the data and instrumental variables
trategy. Section 4 presents results, and Section 5 concludes.

. Theoretical framework

This section outlines a simple theoretical framework for analyz-
ng choices of sexual behavior in a world with HIV. An individual
ives a maximum of two periods. He lives for certain in period 1, and
as a chance, p, of surviving to period 2. Each individual receives
tility from sexual partners in both periods, �1 and �2. For simplic-

ty, I assume that nothing else (e.g., income) contributes to utility,
lthough this simplification does not affect the comparative statics.
otal utility in period i is u(�i), where u(·) is concave.

In a world without HIV, total lifetime utility can be written

tot = u(�1) + pu(�2) (1)

n each period individuals make choices about sexual behavior. The
rst order condition defining the choice of �i is u′(�i) = 0.

Assume that if an individual is infected with HIV in period 1 they
ave no chance of living until period 2. Given �1 sexual partners

n period 1, an HIV rate of h and a transmission rate (chance of
nfection per partnership with an infected person) of ˇ, the chance
f infection is approximately �1ˇh.5

I allow for the possibility that individuals perceptions about HIV
revalence, or about the methods of transmission, may be flawed. I
herefore defined the perceived chance of infection as �1�ˇh, where

 is the knowledge adjustment factor. I note that � could be less
han 1 (indicating that people underestimate the HIV prevalence or
ransmission rate) or greater than one (indicating that they over-
stimate these parameters). Someone who  does not know HIV is
ransmitted sexually would have � = 0. The perceived chance of sur-
ival to period 2 is therefore p(1 − �1�ˇh) and total lifetime utility
n a world with HIV is

tot = u(�1) + p(1 − �1�ˇh)u(�2) (2)

he choice of �2 is unaffected by HIV, as sexual partners in the
econd period do not affect survival. However, the choice of �1 is
ow defined by a new first order condition: u′(�1) − pˇ�hu(�2) = 0.

I am interested in three comparative statics: the effect of
hanges in the HIV rate (h) on sex in the first period (�1), and the
ediating effects of non-HIV life expectancy (p) and knowledge (�)

n this relationship. These comparative statics are summarized in
roposition 1.

roposition 1.

d�1
dh < 0: on average, individuals should decrease their number of

sexual partners when the HIV rate increases.
d(d�1/dh)

dp < 0: people with greater non-HIV life expectancy decrease
number of sexual partners more in response to increases in the HIV
rate.
d(d�1/dh) < 0: people with higher perceptions about prevalence and
robability of infection with any new partner is ((1 − (1 − ˇh)n+1) − (1 − (1 − ˇh)n)).
t  low values of n, ˇh will be an extremely good approximation to this; it fails to be a
ood approximation as n increases into the double and triple digits. However, since
ery few people in this sample have more than two partners total, the assumption
eems reasonable.
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Table 1
Summary statistics on HIV prevalence and distance.

Country Average HIV
prevalence

Average
distance to
origin (km)

Zambia 14.21% 1043
Malawi 13.0% 1499
Zimbabwe 18.36% 1581
Kenya 6.87% 1597
Cameroon 5.62% 2007
Swaziland 21.1% 2399
Ethiopia 1.97% 2568
Lesotho 24.03% 2629
Niger 1.04% 3086
Ghana 2.31% 3111
Burkina Faso 1.71% 3537
Mali 1.25% 3914
Guinea 1.65% 4133
Senegal 0.91% 4740
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roof. All three results follow from differentiating the first order
ondition.

d�1
dh = pˇ�u(�2)

u′′(�1) . Concave u(.) implies the denominator is negative;
the numerator is positive.
d(d�1/dh)

dp = ˇ�u(�2)
u′′(�1) . Again, the denominator is negative, and the

numerator is positive.
d(d�1/dh)

d� = pˇu(�2)
u′′(�1) . Again, the denominator is negative, and the

numerator is positive.

This very simple framework formalizes several intuitions. First,
e expect behavioral responses to HIV. However, we  should not

xpect these responses to be the same for all individuals. Peo-
le with greater non-HIV life expectancy are expected to respond
ore to the epidemic. People who perceive HIV prevalence to be

igher, and those who believe transmission is more likely, should
lso change their behavior more. I connect this final comparative
tatic to knowledge about the epidemic, measured by whether peo-
le have accurate perceptions about transmission of the virus. It is
orth noting that, while this is clearly related, I do not directly mea-

ure perceptions about prevalence and transmission probability
irectly.

. Data and instrumentation strategy

.1. Data

The data used in this paper come from the Demographic and
ealth Surveys (DHS), which are household surveys that have been

un in a number of countries in Africa beginning in the late 1980s.
he surveys focus on fertility, contraception and child health. As a
orollary, questions are asked about sexual behavior; these include
uestions about extramarital sex, as well as premarital sex and sex
ithin marriage. In the most recent surveys, modules have been

dded about HIV and there are fairly detailed measures of HIV
nowledge, as well as HIV testing data.

Given the nature of the instrumentation strategy (discussed in
ore detail below) I limit our analysis to DHS surveys in which

 observe (a) survey data for both men  and women, (b) GIS data
n cluster location and (c) HIV testing data (used to measure HIV
revalence). I exclude two countries (Liberia and the Democratic
epublic of the Congo) which have had civil wars for much of this
eriod, since sexual violence during wars make it difficult to trust
r interpret sexual behavior data. This leaves 14 countries: Burkina
aso, Cameroon, Ethiopia, Ghana, Guinea, Kenya, Lesotho, Malawi,
ali, Niger, Senegal, Swaziland, Zambia and Zimbabwe. Although

his is obviously not the universe of African countries, they cover a
arge and geographically dispersed portion of Africa.

DHS surveys are implemented at the country level, and deci-
ions about what data to collect (and when) are made by the
ountry offices. Generally within a country the surveys use a
wo-stage sample design. Clusters are randomly sampled from a
ational census dataset (for example, in Kenya researchers use the
ational Sample Survey Evaluation Program) and households are

hen randomly sampled from within a cluster. Most of the surveys
ave on the order of 400 clusters. Although these studies have been
un in most countries multiple times there is no panel element;
either clusters nor households are re-sampled.
Below, I discuss the elements of the data used in this analysis:
he data on HIV prevalence and location (used in the instrumenta-
ion strategy), data on sexual behavior and demographics, and data
n life expectancy and knowledge.

r
h
i
r

otes: This table shows average HIV prevalence and distance to viral origin, by coun-
ry, for the countries in the sample. Distance is in km,  and is calculated from the
resumed origin point at (−6.31, 23.59).

.1.1. Data on HIV prevalence and location
I will instrument for HIV prevalence with distance to the ori-

in of the virus. This requires data on HIV and exact geographic
ocation. The DHS surveys I use provide longitude and latitude
ata for each survey cluster. A survey cluster is some distinct geo-
raphic area – a village, or a space within an urban area. There
re typically about 400 clusters per survey. I calculate straight-line
istance between each survey cluster and the virus origin point (in
he Democratic Republic of the Congo; the justification of this ori-
in point is discussed in more detail in Section 3.2). This calculation
akes into account the curvature of the Earth although it (a) assumes
he Earth is a perfect sphere and (b) does not take into account
ctual transportation time between areas. The former issue is not
mportant. The latter could be important, although straight-line
istance should be highly correlated with transportation time.

The DHS surveys also contain information on HIV prevalence,
hich is calculated based on testing survey participants. Although
ot every individual in the survey is tested, refusal rates are rela-
ively low (typically under 10%, although they vary across surveys).

 collapse the HIV data to the cluster level, to match with the dis-
ance data. Table 1 gives summary statistics on HIV prevalence and
istance from the virus origin for each country in the sample. We
an see there is a fair amount of variation in both variables; aver-
ge HIV rate ranges from 0.91% to 24% percent of the population,
nd distance varies from about 1000 km to 4700 km.  The data are
orted by distance, and the trend becomes somewhat apparent –
ountries closer to the origin have, on average, higher HIV rates.

The DHS survey data represent the state-of-the-art information
n HIV prevalence – the first large-scale, nationally representative
ata on prevalence. In addition to these data, as robustness, I will
how evidence that the first stage relationship between HIV and
istance holds in data from the U.S. Census HIV/AIDS Surveillance
atabase, an older data source based largely on testing of pregnant
omen. That data, along with the first stage results, are described

n more detail in Appendix A.2.
Throughout the paper I use HIV prevalence (stock of infections)

ather than HIV incidence (new infections). This is done for two  rea-
ons. First, conceptually prevalence seems like the more relevant
oncept: individuals should respond to the level of HIV infection
hen choosing their sexual behavior. When thinking about the
isks of sex it matters how many people overall have HIV, not just
ow many were infected recently. Second, even were we  interested

n using incidence, inferring incidence from prevalence is tricky and
equires a number of additional assumptions (see Oster, 2010).
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.1.2. Data on sexual behavior and demographics
The analysis in this paper focuses on three dependent vari-

bles: a dummy  for reporting more than one partner in the last
ear, a dummy  for reporting more than one partner in the last year
nd reporting not using a condom with the last secondary partner,
nd number of non-marital partners in the last year.6 In the initial
nalysis I show behavior change for four groups: married women,
nmarried women, married men  and unmarried men. Later anal-
sis will focus on just two groups – married and unmarried – for
implicity and because basic patterns of behavior change seem to
e consistent within marital status for the two  sexes.

Panel A of Table 2 shows the summary statistics on sexual
ehavior for these four groups. Rates of risky sex are fairly low
about 3% of women and 12% of men  have multiple partners. Once
e account for condom use, the share with risky partners is even

ower. The number of non-marital partners is, of course, higher
n average, but not by very much. This reflects the fact that most
eople who have multiple partners report only one non-marital
artner.

One important concern with these data is underreporting:
ndividuals may  not want to report non-marital sexual partners.
lthough this is clearly a concern, as long as this underreporting is
onsistent across space it will not obviously bias the results. In light
f this, however, I feel more confident in the binary measures of
have multiple partners,” versus the continuous measure of “num-
er of partners.” In other words, I believe that lying is more likely on
he intensive than extensive margin. I will therefore focus largely
n the two binary measures.

In addition, I control for a number of simple demographics in
ll regressions. These include education, income (as measured by
urable goods ownership), urbanization, whether or not the indi-
idual works for pay, number of children, children at home and age.
hese variables are summarized, for the four groups, in Panel B of
able 2.

.1.3. Data on life expectancy and knowledge
Evaluating the comparative statics in Section 2 also requires

ata on measures of non-HIV life expectancy and knowledge about
he epidemic. Beginning with life expectancy, I note that there is no
irect question on actual or perceived future life expectancy in the
HS (nor is it clear what this would be even in theory). Among the
ost direct measures of future life expectancy would be mortality

mong adults in an individual’s area of residence. In principle this
s observable, at least in some of the DHS surveys. However, given
he high rates of HIV in these areas, observed adult mortality will
ot be a good measure of non-HIV mortality.

Instead, I use a number of slightly more indirect measures of life
xpectancy. The first is mortality of children ages 2–5 in the area.
s noted in the introduction, child mortality is highly correlated
ith overall life expectancy in non-HIV environments, due to the

act that many of the same diseases kill small children and elderly
eople. By limiting deaths to those among children over 2, I avoid,
o a large extent, the fact that HIV affects child mortality through

other-to-child transmission.
The advantage of using child mortality is that it is a fairly

irect measure of overall mortality. The major disadvantage is that

t seems very likely that it is correlated with other demograph-
cs. It may  also be correlated more generally with “demand for
ealth” which is unobservable. I therefore use two other proxies for

6 I do not use premarital sex for married people, even though it is a risky behavior,
ecause I am interested in relating current risky sexual behavior to current HIV
revalence. I note that premarital sex for unmarried people is captured in these
easures.
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ortality which focus on specific disease risks and thus are less
ubject to this concern: malaria and maternal mortality, the latter
or young women  only.

Our data on malaria measure how many months of malaria the
urvey cluster would expect to have in a typical year, based solely
n climate data. I use information from Tanser et al. (2003) which
rovides a relatively simple formula for calculating whether an area
ith some given temperature and precipitation for a given month
ould expect to experience malaria in that month. I use this for-
ula, alongside gridded data on temperature and precipitation in
frica, to calculate expected months of malaria susceptibility in
n average year for each survey cluster. I divide survey clusters
nto three groups – no malaria (on average zero months of malaria
er year for 2003–2007), 1–7 months on average and more than

 months on average over this period.7 It is important to keep
n mind that this measure of malaria is based on climate factors
lone, and not behavioral responses to malaria. This avoids the con-
ern that, for example, behavioral response to HIV is larger in areas
ith less malaria because the low levels of malaria simply reflect
nobservables which drive positive response to both diseases.

The primary measure of maternal mortality is based on sibling
istories from the DHS. In a subset of the DHS surveys, women
re asked to list each of their siblings and report when the sib-
ing was  born and when they died (if deceased). When the dead
ibling is a woman, the individual surveyed is also asked about
hether the sibling’s death was  related to pregnancy. Using these
ata, I create a measure of the chance of dying in childbirth (or
hortly after), by region, for the subset of countries in the sam-
le with the sibling histories provided. This maternal mortality is
ery likely to be correlated with socioeconomic status in the area
similar to the concerns with child mortality). However, the iden-
ification in this case is based on the fact that maternal mortality
hifts life expectancy only for a select group of individuals – namely,
oung women  who have most of their child-bearing years ahead of
hem. Specifically, I estimate whether this variable affects behavior
hange for young women  (20–25) more than older women  (30–45)
nd compare this difference to the difference across groups for
en; essentially, a difference-in-difference technique. It should

e noted that although some women  over 30 may  still have chil-
ren, the maternal mortality risks are clearly higher for younger
omen, since their total number of expected future children is, by
efinition, higher.

Turning to knowledge of the epidemic, we measure this with
he response to two questions. First, individuals are asked whether
IV can be prevented by having sex with only one partner. Second,
hether it can be prevented with condom use. Responses are coded

s one if they are correct, zero if not; we sum the two responses, so
nowledge varies from 0 (none correct) to 2 (both correct). Sum-
ary statistics for all variables described in this section are in Panel

 of Table 2.

.2. Instrumentation strategy

In general, the goal in this paper is to estimate an equation of
he form:
exi,r = �0 + �1(hivr) + � Xi,r + �i,r (3)

here sexi,r is a measure of sexual behavior of individual i in clus-
er r, hivr is the HIV prevalence in that cluster and Xi,r is a set of

7 I use these groupings, rather than a continuous measure, since it makes it easier
o  visualize where the results come from. The results are qualitatively the same,
ith  similar significance, with a continuous measure of number of months (available

rom the author).
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Table  2
Summary statistics on sexual behavior, demographics, life expectancy and knowledge.

Panel A: summary statistics on sexual behavior

Married women Unmarried women  Married men Unmarried men
N  = 89, 059 N = 42, 502 N = 32, 644 N = 29, 060

More than one partner 0.037 (.188) 0.022 (.148) 0.134 (.341) 0.098 (.297)
>1  Partner, no condom 0.032 (.176) 0.010 (.102) 0.089 (.284) 0.042 (.200)
Number of (non-spouse) partners 0.041 (.241) 0.265 (.588) 0.193 (.769) 0.563 (1.27)

Panel  B: summary statistics on demographics

Married women Unmarried women Married men Unmarried men

Age 30.52 (8.77) 23.07 (9.07) 37.42 (9.91) 21.79 (7.31)
Years  of education 3.10 (4.07) 5.87 (4.27) 5.13 (4.89) 6.55 (4.11)
Urban  0.281 (.449) .460 (.498) .314 (.464) .405 (.490)
#  Durable goods 1.45 (1.22) 1.58 (1.42) 1.49 (1.23) 1.77 (1.38)
Work  for pay 0.565 (.495) .424 (.494) .847 (.359) .477 (.499)
#  Children 3.81 (2.80) 1.06 (2.04) 4.64 (3.94) .272 (1.05)
Muslim  0.434 (.495) .270 (.444) .319 (.466) .250 (.433)

Panel  C: summary statistics on life expectancy and knowledge (entire sample)

Mean Standard deviation # Obs.

Mortality, Ages 2–5 0.025 0.026 198,717
#  Months malaria per year 3.62 2.82 197,200
Avg.  knowledge 1.36 0.273 198,820
Maternal mortality 0.066 0.050 172,031
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otes: This table shows summary statistics on sexual behavior, demographics, life 

 summarizes for the entire sample (i.e. all genders, marital status). The measure 

uestions about whether HIV can be prevented by (a) having only one partner and 

ndividual and cluster-level controls. Given that HIV prevalence
s used at the cluster level, and the instrument (distance) is only
bserved at the cluster level, I collapse the data on sexual behavior
nd the controls to the cluster level, as well. This does not affect
he results (i.e., I see extremely similar results looking at the indi-
idual level). This means that the equation I estimate is entirely at
he cluster level, and is of the form:

exr = �0 + �1(hivr) + � Xr + �r (4)

There is a reverse causality issue inherent in the estimation.
IV is a sexually transmitted infection: areas where people have

 lot of sex are more likely to have high rates of HIV. Even if peo-
le respond to the epidemic by decreasing their risky behavior,
LS estimates may  be biased toward finding a positive relationship
etween HIV and sexual behavior. I address this by instrumenting
or HIV prevalence.

Using an instrumental variables strategy to estimate the causal
ffect in this case requires an instrument which is correlated with
he HIV rate but (excluding the effects of HIV) uncorrelated with
exual behavior. To identify a reasonable instrument, I first note
hat (very broadly) two factors determine HIV prevalence within a
iven area: the speed at which the prevalence increases and the
ate at which the virus is introduced. The speed of increase, in
urn, is determined by sexual behavior and the viral transmission
ate. Obviously sexual behavior is not a valid instrument. However,
ither the viral transmission rate or the arrival date of the virus, are

otentially plausible instruments. In this paper, I will focus on the
irus arrival date: the earlier the virus arrives in a region, the higher
e expect HIV prevalence to be, all else equal.8

8 An alternative would be to instrument with circumcision, which has been shown
o shift the transmission rate of the virus (Auvert et al., 2005) and used elsewhere as
n  instrument (Abhuja et al., 2006). However, since circumcision is highly correlated
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tancy and knowledge. In Panels A and B standard errors are in parentheses. Panel
wledge is generated by averaging dummy variables for correct responses to two

ing a condom. Variables are described in more detail in Section 3.

In theory, it is possible to use the date of virus arrival in each
rea directly as the instrument; at the country level, Oster (2005)
hows a high correlation between the first date at which the virus
as observed and prevalence in the late 1990s. In practice, using
ate directly is problematic for two  reasons. First, testing early in
he epidemic was very limited (in some cases, the virus arrived
ell before the disease was even discovered) so there are very few

reas in which early epidemic levels are known. Second, due again
o the limited testing, it is likely that the first date that the virus is
bserved is correlated with sexual behavior, since we  are unlikely
o observe the presence of the virus until infection is at a significant
evel.

Instead of using arrival date directly, I take advantage of the fact
hat, since interactions between people are more frequent when
hey live closer to each other, arrival date should be closely related
o the distance of each region to the viral origin. Areas closer to
here the first cases of HIV were discovered should see detectable
IV rates earlier than areas farther away. Unlike the first virus
rrival date distance is both well measured and not influenced by
exual behavior.

In Appendix A.1 I discuss the mechanics of the HIV-distance
elationship in more detail, using an explicit model. As I describe
here, I simulate a world in which individuals are arrayed along

 line and the further apart they are, the less likely they are to
ave a sexual relationship. Under two possible assumptions about
he decay in sexual relationship probability, I simulate the rela-
ionship between HIV and distance from the starting point of the
pidemic. This provides a structural micro-foundation for the intu-

tion described above. It also makes clear that distance matters
ecause people who live further apart are less likely to interact,
nd therefore the virus is introduced later and grows more slowly.

ith ethnic group, which is likely to be correlated in turn with behavior, this seems
 less plausible instrument in this context.
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An issue which deserves mention is that once the epidemic has
eached steady state, the start time will no longer matter. If this
s the case, distance should not be correlated with HIV prevalence.
n this sense this could be a good instrument in principle but fail
n practice if the data are from a period after which starting time
o longer matters. The evidence described below suggests the first
tage is quite strong, which makes this a less significant concern.

To calculate distance from the virus origin it is necessary to
dentify an origin location. Vangroenweghe (2001) provides a list
f the earliest identified HIV cases in Africa, which occurred in
ongo-Kinshasa (in the Democratic Republic of the Congo, or DRC),
wanda and Burundi. He pulls data most notably from Sonnet et al.
1987) who describe 7 HIV cases originating in these areas in the
960s and early 1970s. Although these cases were generally iden-
ified in cities (many in Brussels) this likely reflects the fact that
hese cities had better capacity to take and store blood, and these
ere the places where individuals sought treatment. The disper-

ion of the cases reported in Sonnet et al. (1987) suggest early cases
hroughout the DRC, manifesting in reported cases in Kinshasa and
urundi. This is the conclusion of Vangroenweghe (2001), as well.

At least one other study tested serum from rural Zaire (now DRC)
rom the mid  1970s and found an HIV rate of almost 1% (Nzilambi
t al., 1988), suggesting again early cases throughout the DRC. I use

 point roughly in the middle of the country as the origin point:
−6.31, 23.59). My  results are robust to perturbations to this figure9

lthough they differ somewhat if I assume an origin point actually
n Kinshasa. Given the evidence described above of early cases on
oth borders of the DRC, I argue that an origin point in the middle of
he country is more reasonable, and the fact that early cases were
een in Kinshasa likely reflects better records there.10

It is worth noting that several studies have looked specifically
or groups of chimpanzees which carry versions of HIV close to
hat is seen in humans, on the theory that this is the method

y which HIV was transmitted to people (Gao et al., 1999; Keele
t al., 2006). These have been located in South-Eastern Cameroon
nd Gabon, a similar area although further west than the original
uman cases. This may  reflect multiple points of entry of the HIV
irus (Vangroenweghe, 2001; Sharp et al., 2001). From the stand-
oint of my  analysis, the key is where this began in humans, and
he weight of the evidence suggest this was somewhere more in
he middle of central Africa, supporting the choice of origin point
n the middle of the DRC.

Fig. 1 shows the relationship between log HIV prevalence and
istance to the center of the Democratic Republic of the Congo, bro-
en into deciles.11 The relationship is clearly downward sloping.

able 3 estimates the first-stage relationship between prevalence
nd distance. Column 1 shows the relationship between log preva-
ence and distance with no controls. The relationship is strongly

9 To be more specific, my  results are extremely similar if I use an origin point 2 Lat-
tude degrees North or South, or 2 Longitude degrees East or West. These robustness
esults are available from the author.
10 This origin point is not the area where high HIV prevalence was  first observed –
he  first significant human nodes of the virus were probably in Rwanda or Southern
ganda. This may suggest that those areas are a more appropriate “origin.” However,

here are again concerns about why these areas had high early rates infection if the
irus was first observed elsewhere. In particular, the high rates of infection may  be a
esult of higher rates of sexual behavior, which makes these locations less exogenous
rigin points.
11 The particular functional form used here – log prevalence on linear distance –
s  motivated by simulations. I simulated the growth of prevalence over time in a
imple model in which the probability of individual interaction varies with distance
etween individuals. I simulate using two different functions mapping distance to

nteraction probability and both suggest that the best (most linear) fit model is log
revalence on linear distance. These simulations are detailed in Appendix A.1 and
.2.
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tatistically significant and negative. However, it seems clear that
revalence has at least some strong geographic component. For
xample, areas in West Africa are generally further than areas in
ast Africa; if there are also regional differences in sexual prac-
ices or HIV prevention activities, this could bias the results. As a
rst attempt at adjusting for this, Column 2 shows the regression
ith controls for latitude, longitude and region. Again, the coef-
cient is negative and strongly significant. It is smaller than the
oefficient in Column 1, reflecting the fact that both distance and
revalence co-vary with East-West and North-South orientation
ithin Africa.12

Column 3 adds more extensive location controls: in addition to
inear controls for latitude and longitude, and region, I add dum-

ies for deciles of latitude and longitude. This somewhat decreases
he coefficient, but it is still negative and highly significant. Finally,
olumn 4 of Table 3 adds the demographic controls that I will use in
he analysis – education, Muslim, age, urbanization, etc. The coeffi-
ient is of similar magnitude and significance to Column 3. It is this
egression – in Column 4 – that is the first stage regression used in
he analysis.

These results suggest a strong relationship between distance
nd HIV prevalence, which does not seem to be driven entirely by
egional variation. This relationship is not limited to these data; in
ppendix A.2 I use another dataset – data on HIV prevalence among
regnant women  taken from the U.S. Census HIV/AIDS Surveillance
atabase – and confirm the significant effect of distance on preva-

ence.
Despite the apparently strong relationship, and the fact that it

s unlikely that distance actually drives sexual behavior, it is still
mportant to consider whether this instrument satisfies the exclu-
ion restriction. As outlined in Deaton (2009),  among others, the
act that an instrument is “external” – as distance is – is not suf-
cient. Without explicit randomization, it is difficult to be certain
hat distance is unrelated to sexual behavior for reasons other than
hrough HIV prevalence. However, there are several pieces of evi-
ence which I present to bolster this case.

First, as described above, I control in several ways for latitude
nd longitude. This means that the most obvious confounds – for
xample, that risky sexual behavior is more common in Southern
frica than in West Africa – will be addressed. Second, to the extent
ossible I try to look directly at whether the exclusion restriction

s violated. This is done in Table 4. I begin in Column 1 by explor-
ng whether there is a relationship between distance and sexual
ehavior in the period before the epidemic. I measure pre-epidemic
exual behavior based on the share of older (i.e., 45 and above)
ndividuals who  report having had premarital sex; about half of
ndividuals in this age group report this activity. In general, rates of
remarital sex are correlated with multiple sexual partners (72% of

ndividuals with non-marital partners report premarital sex, versus
0% of those without) making this a reasonable proxy, if not per-
ect, for risky behavior. Since older individuals would have been
hoosing this behavior before the epidemic, this is an appropriate
alsification test.

Column 1 shows the relationship between this measure of
ehavior and distance. This table, as with all subsequent tables,
uppresses the coefficients on controls. The full regressions, with
ontrols, are available from the author. The coefficient in the table

s small, and not significant.

In addition to pre-HIV sexual behavior, I can look at other
emographics which might be correlated with sexual activity – in

12 Of course, this variation could be in part due to differences in distance (part
f  the argument in Oster (2005)), in which case this first stage coefficient may  be
nderestimated with the controls included.
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Table  3
First stage: HIV prevalence and distance.

Dependent variable: log HIV prevalence

(1) (2) (3) (4)

Explanatory variables
Distance (in 1000 km)  −1.3843*** (.04) −1.088*** (.083) −.922*** (.232) −1.0915*** (.231)
Latitude −.0945*** (.006) −.039** (.019) −.0612*** (.019)
Longitude −.0464*** (.005) −.0412* (.023) −.0366 (.023)
East  Africa .306** (.135) −.2358 (.241) −.4614* (.240)
Southern Africa 2.0836*** (.254) 1.3447*** (.488) .4596 (.484)
Avg.  Age .1941* (.113)
Avg.  age squared −.0036** (.002)
Avg.  education 1.0189*** (.126)
%  Urban .2421** (.099)
%  Work −.4193* (.22)
Avg  # Kids .308*** (.098)
Avg  # kids home −.8296*** (.123)
%  Ever married .6754* (.403)
#  Durable goods −.0461 (.066)
Muslim −.2483 (.158)
Constant 2.596*** (.114) 1.972*** (.246) 3.298*** (1.117) .519 (1.897)

Latitude  decile dummies NO NO YES YES
Longitude decile Dummies NO NO YES YES

Number  of observations 5486 5486 5486 5486
R2 .18 .41 .41 .45

Notes: This table shows our first-stage regressions. An observation is a survey cluster; all demographic controls are averages at the survey cluster level. Columns 3 and 4
include dummy  variables for each decile of latitude and longitude. The regression in Column 4 represents the primary first stage regression. Standard errors in parentheses.
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* Significant at 10%.
** Significant at 5%.

*** Significant at 1%.

articular, education and income, which other work (i.e., de
alque, 2006; Fortson, 2008) have shown to be correlated with

isky sex. Columns 2 and 3 of Table 4 estimate the relationship
etween distance and educational attainment (for individuals over
0, educated before the epidemic) and durable goods ownership
which is the only reasonable measure of income in the DHS). In

oth cases I see a very small and insignificant relationship with dis-
ance. This analysis clearly falls short of proving that the exclusion
estriction holds. However, the fact that the relationship survives
xtensive latitude and longitude controls, and is uncorrelated with
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Fig. 1. First stage: distance to virus origin and log HIV prevalence. Notes: This figure sho
re-period sexual behavior, education or income, should provide
ome comfort.

.2.1. Estimation equations
Before moving to the results, I briefly outline the estimation

quations. As noted above, the estimation is run at the survey clus-

er level. To be more concrete, I run this regression at the survey
luster-group level, where a group is married women, unmarried
omen, married men  or unmarried men. For some of the lat-

er analyses I simply limit to married versus unmarried, as early
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e quantile (distance from viral origin).   

ws average log HIV prevalence by distance quantile (distance from viral origin).
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Table  4
First stage falsification: distance and pre-HIV sexual behavior, education, income.

Dependent variable Sex before marriage Educ. category # durable goods
Sample Age 45+ Age 30+ All

(1) (2) (3)

Explanatory variables
Distance (1000 km)  −.0231 (.029) .0166 (.042) −.0391 (.048)
Controls in all columns: latitude, longitude, dummies for latitude and longitude deciles, dummies for East and Southern Africa, Muslim religion, average age, average

age  squared, education category (except in Column 2), % urban, % work for pay, average number of children, average number of children living at home % ever
married, average number of durable goods (except Column 5), age of marriage (Columns 1).

Number of observations 7301 5484 5486
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otes: This table tests the exclusion restriction in the first stage data by estimating 

eople),  pre-HIV educational attainment (education for older people) and income.
luster level. Controls are listed at the bottom of the table. Standard errors in paren

nalyses suggest comparability across genders within these groups.
egressions are run using all groups, with separate coefficients esti-
ated on the interaction between a dummy  for group and HIV

revalence. This is similar to running the regressions separately,
lthough it constrains the coefficients on the controls to be the
ame.

Define Ig,r as an indicator for group g in cluster r. The HIV preva-
ence rate varies at the cluster level, although not at the group
evel. In the basic estimates of behavioral response (Section 4.1)

 estimate Eq. (5),

exg,r =  ̨ + ˇ(Ig,r × hivr) + �Ig,r + �Xg,r + �g,r (5)

here Xg,r is a vector of controls (i.e., demographics) and  ̌ and �
re vectors of coefficients. Since there are multiple groups in each
urvey cluster, I cluster the standard errors at the cluster level.13

he coefficients of interest are those in the  ̌ vector, which indicates
esponse of each group to the HIV rate. In the IV specifications, the
ector of variables Ig,r × hivr will be instrumented with the vector

g,r × distancer.14

In Sections 4.2 and 4.3 I aim to estimate how responsiveness
aries with various other variables. Denote the other variable of
nterest (either knowledge or life expectancy) as Yr. In this case, I
stimate Eq. (6).

exg,r =  ̨ + � (Ig,r × hivr × Yr) + ˇ(Ig,r × hivr) + �(Ig,r × Yr) + �Ig,r

+ 	Xg,r + �g,r (6)

n this case the coefficient vector of interest is � . Note that, as is
ecessary, I include the interactions between each group and HIV,
nd each group and Yr separately.15

. Results

This section presents three sets of results. I first show estimates
f the effect of HIV rates on sexual behavior (Section 4.1). I then
ocus on testing whether this relationship varies with non-HIV life

xpectancy (Section 4.2) or knowledge (Section 4.3), as outlined in
ection 2.

13 As can be seen in Table 2, the sample sizes are much larger for women  than for
en.  When I run the analyses for all married or all unmarried individuals together,

his  difference in sample sizes would lead to an overweighting of the results for
omen. Therefore, when I collapse the data to the marital status-cluster level, I
eight the data such that half of the population are men.

14 One important thing to note is that there is no need to include the HIV rate alone
n  this regression, since the interaction with group is not really an “interaction” in
he traditional sense. I am simply allowing the effect of HIV to vary across groups.
15 Again, as above, it is not necessary to separately interact HIV and Yr with each
ther, since the groups are exhaustive.
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lationship between distance and pre-HIV sexual behavior (premarital sex for older
servation is a survey cluster; all demographic controls are averages at the survey
. * Significant at 10%; ** significant at 5%; *** significant at 1%.

.1. Response of sexual behavior to HIV prevalence

Panel A of Table 5 shows estimates of the effect of HIV on
ur measures of sexual behavior. As in Table 4, I do not report
oefficients on controls (these are available from the author on
equest). Columns 1–3 show this relationship estimated with OLS.
s expected, the coefficients are largely positive. This is especially

rue when I focus on the preferred measures – the dummy for multi-
le partners and the dummy  for multiple partners without condom
se. Significance of the coefficients varies, with the effects for men

arger and more significant than those for women. The p-values for
he joint test of significance for all married or all unmarried people
re shown at the bottom of the table, and are generally significant.
ased on these OLS coefficients, before addressing the issues of
everse causality, I would conclude that, if anything, risky behavior
ncreased in areas with higher HIV rates, although this increase is
uite small – a doubling of HIV prevalence leads to, at most, a 0.4
ercentage point increase in the chance of having multiple part-
ers. This is consistent with observations from existing literature
hat response to HIV is limited.

Columns 4–6 of Panel A of Table 5 show the IV estimates.
n nearly all cases, instrumenting moves the coefficients in the
xpected direction. The only exception is number of partners for
nmarried individuals, where the estimates are noisy and we can-
ot reject equality with the OLS. More importantly, these results
how evidence of behavior change in response to the epidemic, par-
icularly among married individuals. Married men  decrease their
hance of having a risky partner by around 1.4 percentage points;
he magnitude of change is similar for married women. Jointly, the
ffects for married individuals on all three outcomes are highly sig-
ificant. I do not see the same pattern for unmarried individuals.
he coefficients are still mostly negative, but smaller in magnitude
nd not significant.

In Panel B I run the same regressions, but combine unmarried
en  and women  into one group and married men  and women  into

nother. Since the effect magnitudes within marital status are sim-
lar, I feel this is reasonable; in the remainder of the results in this
aper I will retain this system of only two groups for simplicity,
lthough they are extremely similar if I separate into four groups.
he results in Panel B echo Panel A. In general, the OLS indicates a
ositive relationship between HIV prevalence and risky behavior.
he IV estimates are more negative and, for the married individuals,
ignificant when I consider binary measures of partners.

The magnitude of the coefficients suggests that a doubling of
IV prevalence leads to, for married individuals, about a 1.8 per-
entage point decline in the chance of having multiple partners and
bout a 2.0 percentage point decline in having multiple partners

ithout condom use. I note that the decline in the latter variable –
hich includes condom use – is larger than the former, but not by

ery much. This suggests that while there is movement on both the
eduction in partners and condom use margin, the former seems
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Table  5
Response of sexual behavior to HIV prevalence.

Panel A: effects by gender, marital status

Dependent variable: >1 Partner >1 Partner, No condom # Partners >1 Partner >1 Partner, No condom # Partners
(1) (2)  (3) (4) (5) (6)

Specification OLS OLS OLS IV IV IV

Explanatory variables:
Marr. Women  × HIV .0002 (.0004) .0008** (.0003) −.0068*** (.001) −.0154*** (.006) −.0156*** (.004) −.031** (.013)
Unmar.  Women  × HIV .00002 (.0003) .0001 (.0003) .0124*** (.001) −.0093* (.006) −.0114*** (.004) .0037 (.013)
Marr.  Men  × HIV .004*** (.001) .0027*** (.001) −.0017 (.002) −.0208*** (.006) −.0226*** (.005) −.0418*** (.013)
Unmar. Men  × HIV .0051*** (.001) .0036*** (.001) .0238*** (.003) −.0069 (.005) −.0116*** (.004) .0214 (.013)

p-value, married
Jointly significant p < . 001 p < . 001 p < . 001 p < . 001 p < . 001 p < . 001
p-value, unmarried
Jointly significant p < . 001 p < . 001 p < . 001 p = . 13 p = . 02 p = . 003

Number of Obs. 20,795 20,795 20,795 20,795 20,795 20,795

Panel  B: effects by marital status only

Dependent variable: >1 Partner >1 Partner, No condom # Partners >1 Partner >1 Partner, No condom # Partners
(1)  (2) (3) (4) (5) (6)

Specification OLS OLS OLS IV IV IV

Explanatory variables:
Married × HIV .0019*** (.0004) .0016*** (.0004) −.0042*** (.001) −.0211*** (.006) −.0253*** (.006) −.0436*** (.016)
Unmarried × HIV .0029*** (0) .002*** (0) .019*** (.002) −.0101* (.006) −.017*** (.006) .0095 (.016)
Number of Obs. 10,895 10,895 10,895 10,895 10,895 10,895

Controls in all columns, both panels: Latitude, longitude (linear and decile dummies), region dummies, age, age squared, education category, Muslim, urban, work for pay,
number of children, number of children living at home, ever married, number of durable goods.
Notes:  This table shows our baseline results on behavior change in response to HIV. Columns 1–3 show OLS regressions; Columns 4–6 show IV regressions. An observation
is  a cluster-group. In Panel A, a group is married women, married men, unmarried women  or unmarried men; in Panel B it is simply married or unmarried. The measure of
HIV  is log HIV prevalence in the survey cluster. Controls are listed at the bottom of the table. Standard errors in parentheses.
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the reductions in the probability of risky behavior are 2.0 and 2.2
percent (depending on the dependent variable), versus 1.8 and 2.0
percent on average. In addition, among this highest life expectancy
* Significant at 10%.
** Significant at 5%.

*** Significant at 1%.

o be somewhat more important. Given the average of these vari-
bles for married individuals, this represents a 20 percent decline
n having multiple partners and 31 percent decrease in having mul-
iple partners without condom use relative to the mean (again, for

 doubling of prevalence).
The results in this section begin to resolve the puzzle of appar-

ntly limited behavior change. Accounting for the reverse causality
ssues inherent in this estimation move the coefficients from small
nd positive, to larger (in absolute magnitude) and negative. For
arried individuals, these effects are significant. This analysis is

upportive of the first comparative static in Proposition 1. How-
ver, I should note that the difference between this analysis and
xisting estimates is mainly statistical: the argument is simply that
his analysis provides better estimates in service of the same basic
uestion. I move now to looking at variations across individuals in
ehavioral response, estimating (a) whether these variations are
onsistent with the theory of optimizing agents in Section 2 and
b) whether they suggest even greater behavioral response among
ome subgroups.

.2. Behavior change and life expectancy

This section estimates whether behavior change is more exten-
ive for individuals with higher non-HIV life expectancy, using
hree proxies for non-HIV mortality. I begin with child mortality,
hen show results for malaria and maternal mortality.
.2.1. Child mortality
The most straightforward proxy for non-HIV adult mortal-

ty is child mortality. In environments without significant HIV
revalence, child mortality and older adult mortality are highly

c
R
f
c

orrelated, since they result from many of the same diseases. By
imiting to deaths among children over the age of 2, I hope to avoid
ounting most child HIV deaths.

Table 6 shows these results. Focusing on the two binary mea-
ures of risky behavior, I see support for our comparative static on
ife expectancy in Proposition 1, and some evidence that low life
xpectancy drives limited behavior change. The test of the compar-
tive static is embedded in the interaction term between HIV and
hild mortality. Higher child mortality means higher adult mor-
ality and lower life expectancy; the positive coefficient on the
nteraction indicates that behavioral response is lower (i.e. less
egative) for people in high mortality environments. Again, as in
he overall estimates of response, I see stronger evidence for this
mong married individuals than unmarried ones. In the case of
arried people the effects are large and significant; although they

re positive for unmarried individuals, they are not significant at
onventional levels.16

The coefficient on the basic interaction between married or
nmarried and HIV shows us the behavioral response among indi-
iduals in clusters where mortality among children ages 2–5 is zero

 the highest life expectancy group. Relative to the estimates in
able 5 I see larger behavior change here. For married individuals,
16 One might wonder if the impacts differ by gender; perhaps women, as more
ommon caregivers, have a more accurate sense of the disease burden in the area.
esults separated by gender are available from the author; overall, the estimates

or women are more precise (perhaps due to a larger sample size) but we generally
annot reject equality in the coefficients for the two genders.
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Table  6
Response to HIV prevalence by life expectancy: child mortality.

Dependent variable >1 Partner >1 Partner, no condom # Partners
Regression type IV IV IV

Explanatory variables
Married × HIV −.0235*** (.008) −.0287*** (.007) −.0458** (.019)
Married × HIV × mortality, ages 2–5 .0866** (.04) .0986*** (.038) .133 (.083)
Unmarried × HIV −.0105 (.007) −.0193*** (.007) .0074 (.019)
Unmarried × HIV × mortality, ages 2–5 .0367 (.047) .0872* (.048) .206 (.159)
Number  of Obs. 10,887 10,887 10,887

Controls in all columns: Latitude, longitude (linear and decile dummies), region dummies, age, age squared, education category, Muslim, urban, work for pay, number of
children,  number of children living at home, ever married, number of durable goods.
Notes:  This table shows how responsiveness to HIV varies with non-HIV life expectancy, as measured by our first proxy: mortality for children aged 2–5. An observation is a
cluster-group. The measure of HIV is log HIV prevalence in the survey cluster. Controls are listed at the bottom of the table. Standard errors in parentheses.
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* Significant at 10%.
** Significant at 5%.

*** Significant at 1%.

roup I see some evidence for behavior change even among unmar-
ied individuals, with a doubling of HIV prevalence leading to a 1.3
ercentage point reduction in the chance of multiple partners with
o condom use; this is actually about 50 percent of the sample
ean, although the p-value is only 0.11. As in the baseline analysis,

 do not see any evidence of behavioral response on the margin of
umber of partners, although the coefficients are generally in the
xpected direction.

These results are consistent with the claim that low life
xpectancy limits the response of sexual behavior to the HIV epi-
emic: individuals with higher life expectancies seem to respond
ore. However, as we note above, child mortality may  well be

orrelated with other variables, which could, in principle, drive
ariations in behavioral response. In this sense this analysis, while
uggestive, does not make an extremely strong causal case. I turn
ow to replicating this analysis with two (arguably) more exoge-
ous measures of mortality: the malarial nature of the climate and
wo measures of maternal mortality.

.2.2. Malaria
Table 7 shows the estimates of behavioral response by malaria

usceptibility. Recall from the data section that the measure of
alaria is climate-based, so should not be affected by the level of

ndividual or government response to the disease. There are three
ategories of countries: low malaria (countries with an average of
ero malarial months per year over the last five years), medium
alaria countries (more than zero and less than seven months on

verage) and high malaria areas (seven or more months on aver-
ge). Higher malaria prevalence translates to lower life expectancy.
iven this, the theory in Section 2 predicts the most extensive
ehavior change (i.e. largest negative coefficient) for low malaria
reas, followed by medium, followed by high.17

Again, as with the child mortality data, Table 7 shows both sup-
ort for the comparative statics in Proposition 1 and evidence that
hen life expectancy is high, behavior change is more substantial.

ocusing first on married individuals, I see that behavior change is
arge and negative in the lowest malaria areas, smaller but still neg-
tive in medium areas and actually positive in high malaria areas.

n this case, this pattern is true for all of our measures of behavior,
ncluding number of partners. At the bottom of the table I report
ests of equality between these coefficients and find that I can gen-
rally reject equality. In this case, the effects in the low malaria

17 I could alternatively model this with a continuous measure of months of malaria.
he results, available from the author, are qualitatively similar in both malignities
nd significance. I have chosen to use categories because I think it makes the patterns
nd sources of identification more transparent.
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reas represent quite large behavioral responses – on the order of
 60 percent change relative to the sample mean for a doubling of
IV prevalence.

Among unmarried individuals I see similar, although somewhat
ess clear, patterns. Behavioral response is similar, and close to
ero, for low and medium malaria areas but significantly higher
or high malaria areas. So, relying on the data for unmarried indi-
iduals only, I see support for Proposition 1 – life expectancy limits
ehavioral response – but less clear evidence that the response is
ubstantial for high life expectancy individuals.

A lingering concern is that areas with higher malaria are poorer,
ue perhaps to their high malaria burden, and low income drives

ack of demand for health rather than the competing disease risks.
f course, to the extent that our theory is representative of a more
eneral theory in which low value of life drives low response to
IV, this channel would be consistent with that. However, it would
ean our results did not represent a direct response to low life

xpectancy. There is nothing in theory which rules this out. How-
ver, a simple regression of months of malaria on our controls
eveals that, conditional on all the controls used in our results (lat-
tude, longitude and region are central), higher malaria rates are
ot associated with lower education, lower income or less work for
ay (results available from the author). This suggests this concern,
hile perhaps important in theory, is not in practice.

We should note that the maternal mortality analysis which fol-
ows is not subject to this concern, or the other cross-sectional
oncerns about unobserved demand for health, because we  exploit
ifferences across groups within an area.

.2.3. Maternal mortality
The final measure of life expectancy is maternal mortality. Death

n childbirth (or around childbirth) is a significant risk in many
reas of Africa. In general, estimating responses by maternal mor-
ality has many of the same issues as estimating responses by child

ortality. It is likely that this measure is correlated with other
emographics. In this case, however, the mortality risk applies
ore heavily to a subset of the population: younger women who

re at the start of their child-bearing years.

I take advantage of this to employ a difference-in-difference

trategy. I first difference young women and older women – com-
aring women  ages 20-25 (who are likely to bear more children)
o women  ages 31–45 (largely post-childbearing).18 However, any

18 Older women may still have more children, of course, but by definition the
ounger women  face a higher mortality risk since they should expect to have more
uture children. In practice, 85% of births to women  in our data occur before the age
f 30.
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Table  7
Response to HIV prevalence by life expectancy: malaria.

Dependent variable >1 Partner >1 Partner, no condom # Partners
Regression type IV IV IV

Explanatory variables:
Married × low malaria × HIV −.0665*** (.025) −.0717*** (.022) −.0538 (.034)
Married × medium malaria × HIV −.0148* (.008) −.024*** (.007) −.0287 (.023)
Married × high malaria × HIV .0600*** (.01) .0472*** (.008) .1103*** (.024)
Unmarried × low malaria × HIV .047 (.029) .0206 (.022) .0493 (.046)
Unmarried × medium malaria × HIV −.0001 (.008) −.0114* (.007) .021 (.023)
Unmarried × high malaria × HIV .0492*** (.009) .0243*** (.006) .2019*** (.035)
p-values, married
Low = medium p = . 03 p = . 02 p = . 36
Low  = high p < . 001 p < . 001 p < . 001
Medium = high p < . 001 p < . 001 p < . 001
p-values, Unmarried
Low = medium p = . 06 p = . 10 p = . 38
Low  = high p = . 94 p = . 86 p < . 001
Medium = high p < . 001 p = . 004 p = . 003
Number of Obs. 10,887 10,887 10,887

Controls in all columns: Latitude, longitude (linear and decile dummies), region dummies, age, age squared, education category, Muslim, urban, work for pay, number of
children,  number of children living at home, ever married, number of durable goods, dummies for group (married, unmarried) and these dummies interacted with malaria
rate  (low, medium, high).
Notes: This table shows how responsiveness to HIV varies with non-HIV life expectancy, as measured by our second proxy: malaria prevalence. Low malaria areas are those
with  zero months of malaria; medium are those with 1–7 months per year and high are those with more than 7 months per year. These groups are exhaustive, so there is
no  need to control for an overall interaction between HIV and malaria. An observation is a cluster-group. The measure of HIV is log HIV prevalence in the survey cluster.
Controls are listed at the bottom of the table. Standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.

Table 8
Response to HIV prevalence by life expectancy: maternal mortality.

Dependent variable >1 Partner >1 Partner, no condom # Partners
Regression type IV IV IV

Explanatory variables
Young women × death rate × HIV .0609 (.059) .0921 (.058) .0881 (.095)
Older  women × death rate × HIV .0291 (.05) .0478 (.049) .1166 (.085)
Young  men × death rate × HIV −.1793* (.094) −.0363 (.082) −.629*** (.201)
Older  men × death rate × HIV −.0025 (.061) .015 (.055) .0229 (.127)
Diff-in-diff estimate (p-value) .209*** (p = . 01) .095 (p = . 18) .623*** (p = . 004)
Number  of Obs. 16,679 16,679 16,678

Controls in all columns: Latitude, longitude (linear and decile dummies), region dummies, age, age squared, education category, Muslim, urban, work for pay, number of
children,  number of children living at home, ever married, number of durable goods, dummies for group (young women, old women, young men, old men), these dummies
interacted with HIV alone and with maternal mortality alone.
Notes: This table shows how responsiveness to HIV varies with non-HIV life expectancy, as measured by our third proxy: maternal mortality rate. The parameter of interest is
the  difference-in-difference estimate of (young women-old women)-(young men-old men), presented at the bottom of each panel. Higher maternal death rates mean lower
life  expectancy. An observation is a cluster-group. The measure of HIV is log HIV prevalence in the survey cluster. Controls are listed at the bottom of the table. Standard
errors  in parentheses. ** Significant at 5%.

* Significant at 10%.
*** Significant at 1%.

Table 9
Response to HIV prevalence by knowledge level.

Dependent variable >1 Partner >1 Partner, no condom # Partners
Regression type IV IV IV

Explanatory variables
Married × HIV −.039 (.048) −.0478 (.046) −.0602 (.119)
Married × HIV × knowledge .0118 (.028) .0143 (.026) .0158 (.061)
Unmarried × HIV −.0413 (.048) −.0611 (.047) −.1451 (.152)
Unmarried × HIV × knowledge .0222 (.024) .0298 (.023) .1051 (.082)
Number of Obs. 10,895 10,895 10,895

Controls in all columns: Latitude, longitude (linear and decile dummies), region dummies, age, age squared, education category, Muslim, urban, work for pay, number of
children,  number of children living at home, ever married, number of durable goods.
N n obs
c s; * sig
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otes:  This table shows how responsiveness to HIV varies with knowledge of HIV. A
luster. Controls are listed at the bottom of the table. Standard errors in parenthese

ifferences could be driven by differences in responsiveness by age
roup. To address this, I employ a second difference, comparing

his difference for women to the difference for similar age groups
mong men. It is important to note that I am not simply comparing
esponses to HIV rate by group, but responses to HIV rate interacted
ith measures of maternal mortality.
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ervation is a cluster-group. The measure of HIV is log HIV prevalence in the survey
nificant at 10%; ** significant at 5%; *** significant at 1%.

Our measure of maternal mortality is the death rate in preg-
ancy among siblings of the women in the individual survey

luster (as reported in the sibling mortality history file). Table 8
erforms this estimation. The estimate of interest is the difference-

n-difference estimate, reported at the bottom of the panel for each
easure, along with the p-value. Since higher death rates imply
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ower life expectancy, the theory in Section 2 would suggest this
ifference-in-difference estimate will be positive. This is what we
ee: the estimate is positive in all three columns, and significant for
he measures of number of partners.

In contrast to the data on malaria and child mortality, in this
ase although I can test the comparative statics in Section 2, it is
ore difficult to make any concrete statements about what the
agnitude of behavior change is in high life expectancy areas.
Overall, the evidence in this section seems to provide signifi-

ant support for the second comparative static in Proposition 1.
lthough none of these measures of life expectancy is perfect –
one of the measures of non-HIV mortality are random – the results
re consistent across all three measures. In addition, this analysis
uggests that this limited life expectancy plays a significant role in
imiting behavioral response. Behavior change is larger, and more
onsistent across groups, in areas with low mortality among young
hildren, and in areas with low malaria rates. I turn now to the
hird possible explanation for limited behavioral response – lack of
nowledge about the epidemic.

.3. Behavior change and knowledge

Table 9 reports the impact of differences in knowledge on
ehavioral response. The theory in Section 2 suggests a negative
oefficient on the interaction between HIV and knowledge: indi-
iduals in areas with more knowledge should respond more to the
pidemic. Recall that the knowledge measure is average knowledge
n the area – i.e., in the state, which is larger than a survey cluster

 since the intention is to capture a measure of generally available
nowledge, rather than a measure of how much knowledge a par-
icular person has. The latter seems likely to be influenced by his
r her own behavior choices.

I do not see any evidence that variations in knowledge about HIV
rive differences in behavior change. The coefficients in Table 9 on
he interaction are negative and insignificant for married individ-
als and positive and not significant for unmarried individuals. It

s, of course, possible that this finding is due to a noisy measure of
nowledge, and that measures which hew more accurately to the
heory – for example, actual perceptions about HIV prevalence –
ould show different results. However, this analysis provides evi-
ence that is at least consistent with a limited or non-existent role
or variations in knowledge driving variations in behavior change.

. Discussion and conclusion

This paper analyzes sexual behavior change in Sub-Saharan
frica in response to HIV. I begin with the observation that most

not all) existing literature shows fairly limited behavioral response
o the epidemic, and often relies for an explanation on “cultural”
r other Africa-specific barriers to behavior change (Amuyunzu-
yamongo et al., 1999; Caldwell et al., 1999; Lagarde et al., 1996a,b;
hilipson and Posner, 1995). Consistent with this existing liter-
ture, we show in simple cross-sectional regressions that there
s little evidence of a behavioral response; in most regressions,
ur simple OLS estimates of the relationship between risky sexual
ehavior and HIV are positive.

I explore whether statistical or economic factors, rather than
ultural ones, can explain this limited behavioral response. I begin
ith a simple statistical explanation: estimating the reaction of

exual behavior to a sexually transmitted infection is difficult,
iven the obvious reverse causality problems. This issue is likely to

roduce upward bias in unadjusted estimates. Using a new instru-
entation strategy – instrumenting for prevalence with distance

o viral origin – I find that while OLS estimates of the relationship
etween risky sex and HIV are actually positive, the IV estimates are
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egative and, in the case of married individuals, statistically signif-
cant. A doubling of HIV prevalence is estimated to lead to around

 1.8 percentage point decline in the probability of having multiple
artners among married individuals. The estimates for unmarried

ndividuals are negative, but not statistically different from zero.
In addition, I consider two “economic” explanations for lim-

ted response. The first is limited life expectancy: individuals who
xpect to die early from non-HIV causes should be less responsive
o HIV prevalence. I find evidence for this using multiple measures
f non-HIV life expectancy – child mortality, climate-predicted
alaria prevalence in the area and maternal mortality for young
omen. The second explanation is lack of knowledge. This is the

ne explanation which does appear frequently in the literature –
hat people do not change their behavior because they do not know
bout how HIV is spread (e.g. Green, 2003). I do not find any evi-
ence in favor of that explanation here – behavior change is no
ore likely in areas with a lot of knowledge than areas without.
Overall, the results in this paper contribute to at least two  lit-

ratures. The first is the literature on behavioral response to HIV
n Africa. We  learn from this analysis that it may  not be neces-
ary to rely on any differences in culture or other variables of that
ype to explain differences in behavioral response across space –
here may  be simpler explanations. The evidence on life expectancy
nd knowledge is also informative for policy. Much existing anti-
IV policy focuses on HIV education (along the lines of the ABC
ampaign). The evidence here suggests that may  be unproductive,
erhaps because many people are already well informed. In con-
rast, interventions that reduce mortality from other diseases –

alaria, death in childbirth – may  actually have positive spillovers
or HIV prevention.

This paper is also of more general interest to economists try-
ng to understand why some people’s health behaviors are more
esponsive to risks than others. Although I focus here on HIV, the
eneral message that responsiveness of health behaviors should be
igher among those with fewer competing mortality risks – clearly
pplies to other behaviors. For example, other research suggests
hat seatbelt use varies with income in the U.S. (Lerner et al., 2001;
hinar et al., 2001) and is higher in developed countries than in
ess developed countries like South Africa or China (Olukoga and
oah, 2005; Zhang et al., 2006). There is also evidence in the sur-
eys used here that individuals do not always undertake beneficial
ealth behaviors even when they are available. For example, 32% of

ndividuals in the DHS report not using a bednet for their children
n the previous night even conditional on owning one. It is possible
hat the framework outlined here may  help us understand some of
hese other health behaviors in the developing world.

ppendix A. Instrumental variables details and robustness

.1. Functional form relationship between HIV and distance

This subsection briefly discusses the choice of functional form
or the relationship between HIV and distance. Ex ante, it is not
bvious what the shape of that relationship might be. To get some
ense of the most appropriate relationship, I develop a simple
imulation model of epidemic spread, relying on two  different
ssumptions about the relationship between distance between
ndividuals and their probability of interaction.

Assume that individuals are arrayed discretely (i.e., some indi-
iduals at point 1, some at point 2) along a line of length n, where
he distance between any two individuals i and j is dij. The key to the

imulation is that the chance that individuals have a sexual rela-
ionship is declining (according to some function f(dij)) as they are
arther away from each other. I assume that if two individuals meet
or a sexual relationship, and one of them is infected with HIV, the
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Table  A.1
HIV and distance, U.S. census HIV/AIDS surveillance database.

Dependent variable: log HIV rate in region

(1) (2) (3) (4)

Explanatory variables
Distance (in 1000 km)  −.7514*** (.052) −.4124*** (.069) −.2762*** (.075) −.3607** (.141)
East  region −.1285 (.218) −.2802 (.21)
South  region .6437*** (.239) .2831 (.254)
Center region .2017 (.165) .1368 (.196)
Longitude .0137** (.007) .031*** (.007)
Latitude −.019*** (.006) −.0181*** (.006)
log  GDP .2446** (.095)
Sec. School Enroll. −.0035 (.006)
Fertility rate .049 (.104)
Constant 3.755*** (.12) 2.617*** (.203) .168 (1.229) 2.907***

Country FE NO NO NO YES
Number of Obs. 467 467 442 467
R2 .31 .53 .57 .68
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n  parentheses. *Significant at 10%.

** Significant at 5%.
*** Significant at 1%.

isease is passed to the other individual with some probability p. I
ssume that HIV is introduced to one individual at one point along
he line at time 0, and then follow the disease over time.

I make two possible assumptions about the functional form of
(dij). First, I assume f(dij) = p1+.25(dij); second, f(dij) = p/(dij)4. Fig. A.1
elow shows the relationship between log HIV rate and distance
fter 20 periods for both of these functional form assumptions. The
elationship is downward sloping and roughly linear, suggesting
hat if I use this functional form I should expect the linear regres-
ion to fit well. The figure also shows the first date at which the
irus is observed at least 0.1% in each area, which is clearly later in
reas further from the origin. This makes explicit the link between
istance, time and HIV discussed in Section 3.
.2. Alternative data on prevalence

The first stage regressions use data from the Demographic and
ealth Surveys. These are the current state-of-the-art data on
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tance is calculated from the center of the region to (−6.31, 23.59). Standard errors

IV prevalence. However, they are not the only available data on
revalence. As a robustness check, I also explore the HIV-distance
elationship in a slightly larger sample of countries, using data
n pregnant women from the US Census HIV/AIDS Surveillance
atabase. This database aggregates a large share of studies that
ave been done on HIV prevalence in Africa. For many of the stud-

es, testing was  limited to a specific area. I map  these areas to larger
egions in each country and aggregate all the studies run between
998 and 2002 in each region to get a regional HIV rate (a region,

n this case, is an area like Copperbelt in Zambia). I rely on esti-
ates for pregnant women  because they are the most widely and

onsistently available.
Table Table A.1 shows regressions of log HIV rate on distance for

his alternative data source. Column 1 shows the regression with no

ontrols, where the coefficient on distance is negative and strongly
ignificant. Column 2 adds controls for region, latitude and longi-
ude. As in the primary analysis, the coefficient drops when this
s done, but remains negative and strongly significant. Column 3
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dds some simple demographic controls – country level education,
DP, and fertility. (I cannot include as exhaustive a list of controls
s I did in the primary analysis, since I do not observe individual-
evel data for all of the countries in this sample.) The coefficient
n distance in Column 3 remains negative and strongly significant.
inally, since there are a larger sample of countries in this dataset,

 have power to estimate this using country fixed effects, which is
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